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DateLocationHost

25th September 2017AtlantaGDOT

18th September 2017Tel AvivNetivei Israel 

18th September 2017CambridgeUniversity of Cambridge 

25th September 2017MunichBAST 



Program

Responsible PresenterContentTime

Rafael SacksWelcome and introduction9:00

Amir KedarMotivation9:10

Ling MaBackground9:25

Andre Borrmann and Amir KedarVision - Why use BIM for 
Bridge Management Systems?

9:50

Alistair  Wells, Habib Fathi, 
Patricio Vela, Ruodan Lu, Uri 
Kattel and Philipp Huethwohl

Walk-through of the SeeBridge 
process

10:15

Raz Yosef and Philipp HuethwohlHands on demo11:30

Rafael SacksWhere are we today ? 12:15

Q & A12:35

Close & Lunch?13:00



Walk-through of the SeeBridge process
3 Semantic enrichment of bridge models

- Goals
- Define input and output
- Technology, processing, requirements
- Results achieved
- Limitations



Why do we need semantic 
enrichment for bridge models?



Why do we need semantic 
enrichment for bridge models?

Semantic enrichment of building models refers 
to the automatic or semi-automatic addition of 
meaningful information to a digital model of a 
building or other structure by software that can 
deduce new information by processing rules or 
by applying machine-learning (Bloch et al. 2017)

Belsky, M., Sacks, R., and Brilakis, I. (2016). "Semantic Enrichment for Building

Information Modeling." Computer-Aided Civil and Infrastructure Engineering, 31(4), 261-274.



Plain geometry 
model in IFC file

Enriched model 
of the bridge  

Additional Info 
from BMS

Semantic Enrichment

Classification

Aggregation

Axes 
Reconstruction

Numbering

Occlusion

The enrichment 

process



Input - plain geometry

• Proper modeling or reconstruction

– Extrusion / B-REP geometry

– Overlapping of objects

– Partition to separate objects

– Slab surface curvature modeling 

• Compliance with the IFC structure



Before enrichment



BMS input

• Excel input

• “Bridge” object



Enriched model

• Compliance with the IFC structure



How can we perform semantic 
enrichment?
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Classification: Identifying objects

• Rule sets

– Pairwise rules

– Feature rules

– Rules based on previously acquired knowledge

• Redundancy of pairwise rules

• Loops

• False positive classification



Classification: Identifying objects



Aggregation: grouping objects

• Types of groups

– Functional systems

• e.g. structure, lighting , safety, drainage etc.

– Mutually exclusive subsystems

• e.g. superstructure and substructure.

– Concept groups

• e.g. span between axes A and B



Aggregation: grouping objects



Reconstruction of axes

• Longitudinal and lateral axes

• Longitudinal curvature of multi-span bridges



Reconstruction of axes



Numbering of objects

• Absence of global variable and sorting loop

• Objects to  number



Numbering algorithm

Assign the 
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Numbering of objects



Occlusion: repairing geometry

• Lengthening the occluded beams

• Inserting “placeholders” for missing objects

• Recreating deck structure



Occlusion: repairing geometry



Girder lengthening algorithm to 
the capping beam

Find the minimal 
distance from edge of 

girder to axis of 
capping beam in XY 

projection 
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length
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Output model

• IFC and MVD compliance 

• Post processor



Limitations

• Redundancy of the rules

• Focus on main objects

• Unifying objects

• Curved axes



Summary

• Why do we need semantic enrichment?

• How do we do it?

• What aspects do we enrich?

• What is the result?



Questions?


