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Executive Summary 

The SeeBridge project aimed to: 

- generate native BIM models of reinforced concrete highway bridges from point cloud data collected 

using laser-scanning and photogrammetry, 3D object recognition and BIM semantic enrichment, 

- identify defects in the bridges using high resolution photography, and 

- annotate the BIM models with information about cracks, spalling and other defects. 

The project had five development work packages, one demonstration work package and a management 

work package. The project was essentially completed as of June 30th 2017, having run for 21 months since 

the formal start date, although demonstration activities were done in three workshops (Atlanta, Cambridge 

and Tel Aviv) in late September, 2017. The main achievements of the project: 

1. Complete definition of the proposed SeeBridge process and tools, recorded in an Information 

Delivery Manual and a Model View Definition (MVD) with a binding to the IFC schema. 

2. Demonstration of feasibility of data collection, through survey of fourteen bridges (three in Atlanta, 

ten in Cambridge and one in Haifa) with terrestrial laser scanning, photogrammetry using videos 

to produce point clouds, and high-resolution photography. 

3. Development of 3D object recognition and reconstruction software tools, using two approaches ï 

top-down and bottom-up. 

4. Implementation of the SeeBIM 2.0 semantic enrichment tool, compilation of rule sets for girder 

bridges and for slab bridges, and demonstration of semantic enrichment for two girder bridges and 

four slab bridges, resulting in BIM models in IFC format that were shown to conform to the Model 

View Definition. 

5. Mapping of the high-resolution photography to the BIM models, identification of defects using 

machine-learning algorithms, and compilation of the defect data in the BIM model files. 

6. Demonstration of the use of the BIM model, complete with defect information, for inspection in 

virtual reality and in mixed-reality scenarios. 

Considered in combination, the tools for 3D reconstruction and the semantic enrichment engine have 

achieved something not previously demonstrated in civil engineering ï the ability to derive fully functional 

BIM models from point clouds. The process still requires the operator to clean up irrelevant data from the 

point clouds, to classify the type of structure, and to clean up errors where they occur, but the tools reduce 

the scope of human effort by at least one order of magnitude when compared with the effort required in 

current practice to model a structure in a BIM tool based on a point cloud. 

Four conference papers were presented, and four journal papers were prepared, two of which have already 

been published. More are to follow. 

The team held a kick-off meeting at the University of Cambridge in December 2015, a mid-term workshop 

at Georgia Tech in Atlanta in July 2016, a workshop to coordinate between the conclusion of the research 

at the Technion in Haifa in late March 2017, and four demonstration workshops in September 2017 (in 

Atlanta, Cambridge, Munich and Tel Aviv). 

The SeeBridge team is grateful to the GDOT staff and to Netivei Israel for their contribution to the data 

collection efforts and to our scientific committee liaison, Katherine Petros of FHWA, for her support and 

close collaboration. We greatly appreciate the strong support we received from the Infravation management 
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group, not only in funding, but in coordination with the other Infravation projects, support for Technology 

Readiness Level assessment, publicity throughout the project, and indeed moral support! 

As the project closed out, a company from NYC applied to license the IP with a view to commercial 

implementation of the SeeBridge approach. 
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1 Publishable Summary 

1.1 Project Goals 

Highway asset owners throughout the Infravation partner countries face two major problems with regard to 

the data needed for maintenance, repair, retrofit and rebuild of their bridges and other structures: a) 

the extensive time required for data collection by existing assessment methods, and particularly the need 

for lane closures, given the enormous numbers of bridges in service; and b) the gap between the quality of 

data available in Bridge Management Systems (BMS) and the information needed for reliable decision-

making and subsequent design and construction work.  

The need for innovative solutions for rapid and intelligent survey and assessment methods has led to 

numerous research efforts toward laser scanning and modelling of bridges. However, the models produced 

do not contain any semantic information. The major remaining problem with these methods is that they 

require lengthy, expensive and error-prone human efforts to produce object-oriented parametric bridge 

models (equivalent to Building Information Models, or 'BIM' models, of buildings). In the meantime, the 

transportation service often remains interrupted. 

Motivated by these challenges, the SeeBridge team proposed an automated system that integrates the 

following novel technical components to provide semantically rich BIM models of bridges (challenge D.1): 

¶ Spatial & visual raw data collection with existing rapid and non-contact survey technologies such 

as laser scanning, video/photogrammetry, etc. (challenge C.2) 

¶ A bridge object detection and classification software tool for automated compilation of solid 3D 

geometry from the point cloud data. This includes two steps: a) identification of segment faces and 

b) compilation of distinct solid objects represented by the faces. 

¶ A rule-processing expert system for semantic enrichment of the solid geometry model to generate 

a BIM model. This too has two aspects: a) identification and classification of bridge objects (piers, 

abutments, girders, deck etc.), and b) deduction of supplementary information concerning material 

types, internal component geometry, etc., based on historical expert knowledge (challenge C.2). 

¶ A damage measurement tool for damage identification, classification and spatial/visual properties 

measurement and integration of this information with the BIM model (challenge D.1). 

The output of the proposed system is a BIM model sufficiently semantically meaningful to provide most of 

the information needed for decision-making concerning the replacement, rehabilitation or repair of a bridge. 

The primary objective was to demonstrate the utility of the model to TRL 6 by applying resulting models 

to decision-making for repair or for retrofit or rebuild. The BIM model is intended to be sufficiently rich in 

information and geometry to serve as a central component for BMS. 

Compiling this system required the research team to go beyond the state-of-the-art in three specific areas, 

and these were set as the key goals of the project: 

¶ Automated compilation of geometric solid objects from bridge point clouds 
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¶ Semantic enrichment of the solid geometry to generate BIM models 

¶ Damage mapping (cracks, spalling, etc.) based on the BIM model 

1.2 Results  

We call the resulting system SeeBridge, which is an acronym for ñSemantic Enrichment Engine for 

Bridgesò. This name expresses the idea that some of the ways in which engineers óseeô a bridge model, with 

the ability to infer implicit information from the explicit shapes visible in the digital model, can be captured 

in the form of rules that can be processed using forward chaining inference engines. The system concept is 

illustrated in Figure 1. Data collection on the bridge is performed using laser scanning and high resolution 

photogrammetry. Two approaches to reconstructing the solid 3D geometry were developed, one using a 

bottom-up approach and the other using a top-down approach. Both of these detect objects by their shapes 

from the point cloud data. The semantic enrichment stage uses expert rules to identify connections, 

classify the bridge objects, and infer other missing information. The result is an enriched BIM model stored 

as an IFC file. Both the raw survey data and the enriched IFC file provide the input for the damage 

detection software module, which identifies crack, spalling, bleeding and corrosion, and adds this 

information to the model by mapping it directly to the enriched BIM model. Thus a complete BIM model 

of the bridge, with damage information is produced. 

 

Figure 1. SeeBridge System Concept 

In order to build a prototype of the proposed process, the research team had to overcome technical obstacles 

in each of the distinct steps highlighted in bold in the preceding paragraph. The following paragraphs detail 

the documents and tools prepared to define the system, the results achieved in each of these areas, and the 

technology readiness level that has been achieved. 
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1.2.1 System Definition 

The Information Delivery Manual (IDM) document defines the process of bridge inspection thoroughly 

with full detailing of the information needed to describe a bridge, its parts, the relationships between them, 

the defects and their association to the bridge parts, and the metadata concerning the inspections themselves. 

The IDM also defines the data exchanges and the functional requirements within the suggested 'SeeBridge 

proposed bridge inspection process' (see Figure 3 in the IDM document ï available from the SeeBridge 

website, http://seebridge.net.technion.ac.il, under RESULTS->Deliverables).  

The process maps and the data exchanges are the primary result delivered in the IDM document. The 

exchanges were mapped, defined and described within the full workflow of a bridge management process 

and a full process map was created (see IDM Figure 5 & Appendix G in the IDM document). The developed 

specifications were used by all the SeeBridge working groups for developing the described tools. 

A formal Model View Definition (MVD) for the SeeBridge system was developed on the basis of the IDM. 

The MVD is a computer-readable definition of the information concepts and constructs needed for the 

system, and it defines them in terms of a binding to the entities and relationships of the Industry Foundation 

Classes standard (ISO 16739:2013). This enables automated checks of the SeeBridge output files for syntax 

and content, using the open source XBIM Xplorer tool. 

1.2.2 Data Acquisition 

All necessary data in this project was acquired by three different techniques: laser scanning, 

videogrammetry, and photogrammetry. Laser scanning is an active sensing process that maps an 

environment based on emitting millions of laser beams and calculating the distance according to the time-

of-flight principle. On the other hand, videogrammetry and photogrammetry are passive sensing techniques 

that map an environment by inferring 3D coordinates of points from multiple viewpoints. 

The Trimble and Pointivo teams used all the above-mentioned techniques in a joint effort to scan three 

concrete bridges in the state of Georgia, USA. To perform the laser scanning process, the Trimble technician 

first inspected each site to devise a plan for stations that the laser scanner needed to be set up. Individual 

scans were captured at each station. These scans were then merged together in a post-processing step to 

generate a point cloud for each bridge. The Pointivo team performed the videogrammetry procedure using 

an iPhone6 as the primary sensing device. The team captured a video stream that provided multiple 

viewpoints for each given point on a bridge. Structure from Motion algorithms were then used to generate 

image-based 3D point clouds from the captured video stream. A DSLR camera was also used to capture 

still photographs for the photogrammetry step. Similar to videogrammetry, multiple viewpoints were 

captured for each given point on the bridge. 

The Cambridge team used two high-density surveying technologies (laser scanning as well as 

photogrammetry) to generate detailed spatial raw data with registered imagery for inspection of ten slab 

and slab-beam bridges around Cambridge. They registered the raw scan data properly in the office and the 

registered results are ready to be processed for WP 3. 

1.2.3 3D Reconstruction 

The Cambridge team and the Georgia Tech team pursued two distinct solid model reconstruction strategies, 

top-down and a mixed top-down/bottom-up, respectively. Both cases involved the creation of a user 

http://seebridge.net.technion.ac.il/
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interface for rapid manual pre-processing of the point cloud to remove non-bridge data (road surface, 

vehicular traffic, foliage, etc.). Inputting the bridge point cloud data to the top-down solution resulted in a 

Level of Development (LOD) 100 model of a bridgeôs piers, slab or girder components, and deck. Doing 

the same for the mixed top-down/bottom-up solution resulting in LOD 200 models of the piers, abutments, 

deck side elements, and the bridgeôs girders, box beams, or slabs.  For girder bridges, additional elements 

include the diaphragms and soffit surfaces. The non-structural, upper portions of the deck were 

reconstruction at LOD 100. These elements include the road, the sidewalks, and the parapets. The output 

format, being an IFC model, were consistent with the input format expected by WP4. 

Both approaches utilized a top-down algorithm for initial partitioning of the bridge.  The partitioning served 

to break the bridge down into the substructure, the superstructure, and the deck. For the purely top-down 

approach, these sub-divisions were final and provided the bounding boxes necessary for the LOD 100 

output. Classification of the components exploited the partition zone and the geometry of the points within 

each partition. Further processing by the mixed approach continued sub-dividing the components in order 

to identify surface elements, which were then fused with neighboring partitions based on a surface model 

similarity score. A machine learning method was employed to hypothesize both the solid model type of 

each surface, as well as its component category (pier , column, pier cap, abutment, diaphragm, girder, box, 

slab, deck side, road, parapet). The output of the machine learning algorithm provided the surface 

components to merge into one solid model, which after doing so, was output to an IFC file together with 

the component label. As interior or occluded points of a bridge cannot be scanned, simple rules were applied 

to certain surfaces to extrude them into volumetric elements (such as abutment faces and visible box beam 

faces). Components with insufficiently scanned faces and non-trivial solid model geometry were not 

recovered by the process (e.g., diaphragms with only lower face scanned). 

1.2.4 Semantic Enrichment 

The first achievement of the Technion and TUM team was to build a robust rule-processing engine. The 

resulting SeeBIM 2.0 system can apply rules with operators that check for the existence of a range of 

properties and topological, geometrical and other relationships between objects. Unlike earlier versions, it 

applies no restrictions in terms of the orientation or shape of the objects.  

The second achievement was to develop a rigorous method to compiling enrichment rules that could 

guarantee completeness of the rule set for classification of any pre-determined set of bridge components. 

Using matrices to express the relationships between object types and a test for uniqueness of result strings, 

the team could encapsulate expert bridge engineersô knowledge in a formal, structured way that would 

ensure that all the object types could be identified. 

In the development work the team used synthetic models of bridges (compiled manually from scanned point 

clouds using BIM software) as input, because the output models from the previous work package were not 

yet available. It proved possible to achieve 100% success in classification, numbering, axis reconstruction, 

aggregation and repair of occluded objects. For example, the team succeeded in devising rules to lengthen 

girders that were too short, to insert placeholders for missing objects (bearings) and to flag objects that 

require revision by the operator (plinths, in this case).  In the final days of the project, reconstructed 3D 

models were obtained from GT and Cambridge. The results for semantic enrichment of these models were 

mixed. The Cambridge bridges were correctly enriched, as was the Atlanta Acworth bridge, but the Haifa 

bridge reconstructed model enrichment suffered numerous problems due to missing objects in the 

reconstruction.  
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We conclude that the enrichment engine and the process for rule compilation are robust, and that the 

enrichment process itself works well if the reconstructed model has all of the expected objects. The 

shortcomings identified in the last bridge model can be overcome in two ways: a) manual inspection and 

modification of the reconstructed 3D model, which should require a very small fraction of the time that 

would be required for manual reconstruction as done today, and b) expansion of the rule sets to include 

sufficient redundancy to cope with situations where some expected object types are absent. 

1.2.5 Defect Detection 

The Cambridge team has developed a method for detecting defects automatically for the scope of bridge 

inspection. This method consists of three steps. The initial step is the high resolution surface texture 

reconstruction based on the 3D geometry of a bridge and unregistered high-resolution imagery. Image 

content is back-projected onto the element geometry based on a combined approach of photogrammetry 

and raytracing. This results in copy which is fully textured, data-rich and an exact replica that can be used, 

for example, for automated defect detection. The automated defect detection identifies healthy concrete and 

inherently leaves potentially unhealthy surface clusters. In order to do this, we have developed a data-

preparation method for splitting and merging the image textures such that high-resolution imagery can be 

used as classifier input without resizing the input image data by keeping small texture details. This is 

necessary as many of the defects, such as cracks, only fill a minor part of the surface area but are crucial 

for the inspection. A state of the art deep neural network is used for the binary classification. The training 

and evaluation dataset was assembled from real life inspection data repositories. Finally, the defect findings 

are integrated into a BIM model. To achieve this, we developed a novel information model that enables to 

integrate defect information into BIM models. This information model is based on an investigation of 

multiple bridge inspection manuals from different countries and continents. Industry Foundation Classes 

are used to demonstrate the mapping of the information model to a specific BIM implementation. 

1.2.6 Technology Readiness Level 

An internal assessment of the overall Technology Readiness Level (TRL) of the SeeBridge prototype 

system (Deliverable 6.1) determined that at the end of the project, the system had achieved TRL 6.  

The TRL of the system as a whole is the minimum of the TRL values for the distinct system components, 

and as such is also dependent on the bridge type since some system components were only developed and 

tested for a single type. As can be seen in Figure 2, the system component that governs the TRL level for 

slab bridges is the semantic enrichment step, whereas the component that governs the TRL level for the 

girder bridges is 3D geometry reconstruction. 
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Figure 2. Technology Readiness Levels for SeeBridge components at project end (internal assessment). 

See Deliverable 6.1. 

1.3 Challenges 

The most acute challenges that the research team encountered were those where it was necessary to push 

the boundaries of the state-of-the-art in research and practice.  

Preparation of the Information Delivery Manual (IDM), including the process maps and definition of the 

model exchanges, required extensive effort but use proven procedures. Likewise, compilation of the Model 

View Definition (MVD), and the extensions to the underlying IFC data schema to which it was bound, used 

the ISO standard IFC schema and commercial tools for MVD definition. This work also benefitted from 

the earlier work of the IfcBridge working group. Laser scanning of the fourteen bridges employed standard 

equipment and procedures and did not encounter any unexpected problems. Acquiring high resolution 

images of the surfaces of the components of the bridges was done with standard cameras and support 

equipment. The only challenge here was close access to the surfaces, and this was overcome with a tall 

tripod based mast and camera remote control (drone access to the bridges was ruled out given the regulatory 

prohibitions on drone flights in proximity to traffic that are in place in most jurisdictions. 

The main challenges therefore were in videogrammetry, semantic enrichment, 3D reconstruction and defect 

detection. 

1.3.1 Videogrammetry 

Videogrammetry is the practice of determining 3D coordinates of points on an object using one or more 

video streams taken from different angles. This method is capable of producing 3D coordinates for points 

that are distinguishable enough to be matched in at least two different viewpoints with sufficient angle of 

triangulation.  

According to this definition, three main challenges arose in applying this method to scan bridges. First, it 

proved challenging to acquire multiple viewpoints for all the important surfaces of a bridge in a video 

stream captured using a mobile camera. Some surfaces are not easily accessible for a person and cannot be 

covered from multiple angles. Second, lack of illumination under the bridge deck or in occluded corners 
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imposes significant challenge for automatic point matching algorithms and increases the chance of failure 

in finding corresponding points; without this information, 3D coordinates of the point cannot be calculated. 

Third, some surfaces in a bridge, especially the surfaces under the deck, are poorly textured; this challenges 

the accuracy of the point detection and matching steps and leads to very noisy 3D points in the point clouds 

in those areas. The project concluded that videogrammetry was inferior to laser scanning for this part of the 

data acquisition. 

1.3.2 3D reconstruction 

The main challenge associated with full solid model reconstruction lies in the incompleteness of the point 

cloud data.  The most complete scans were those of the Atlanta bridges, while the Cambridge and Haifa 

scans failed to meet the WP3 input specifications for significant portions of several to many components. 

An additional challenge lies in the bottom-up segmentation strategy, which first generates an over-

segmentation then seeks to simplify it through segment merging. When multiple hypotheses are feasible, 

the segment merging process may select an incorrect merging option.  The surface segments do not join 

across components but rather incorrectly fuse distinct faces of a single component. In doing so, there exists 

the possibility of misclassifying and later incorrectly recovering the object geometry. 

1.3.3 Semantic enrichment 

The challenges faced in this step were both inherent and procedural. Inherent: building enrichment rule 

operators capable of dealing with generic and unrestricted 3D geometry; compiling rule sets that were 

rigorous; and defining object data schema for bridge-specific concepts absent in the ISO standard IFC 

schema. All of these were thoroughly overcome. Procedural: delay in completion of the 3D reconstruction 

step meant that the development had to rely on two synthetic models, with the first full testing possible only 

in the last days of the project. While the rule-sets for the synthetic models could be developed to the point 

where 100% success in semantic enrichment could be achieved, the results for one of the four automatically 

reconstructed 3D models clearly showed that the rule-sets lacked the redundancy needed, in terms of 

relationships between object types, to cope with situations in which some object types are not reconstructed. 

1.3.4 Defect detection 

Two main challenges exist for the defect detection. First, reconstructing an entire bridge surface depends 

on correctly and exactly determining the camera degrees of freedom (position, orientation, focal length). 

No technology exists that can measure these values at a sufficient precision. Photogrammetry is used to 

estimate the camera degrees of freedom. This requires sufficient image surface coverage including high 

resolution imagery and robust image features for identifying points in multiple images. All these constraints 

are difficult to meet. Second, the training and evaluation of the machine-learning defect detection method 

requires a reliable set of labeled reference data. This data does is not publicly available. We have overcome 

this challenge by compiling a labeled dataset, but for full implementation, it will be necessary to expand 

this dataset. 

1.4 Contributions 

SeeBridge's main contributions are: 
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1. Complete definition of the proposed process and tools, recorded in an Information Delivery Manual 

and a Model View Definition (MVD) with a binding to the IFC schema. 

2. Demonstration of feasibility of data collection, through survey of fourteen bridges (three in Atlanta, 

ten in Cambridge and one in Haifa) with terrestrial laser scanning, videogrammetry to produce 

point clouds, and high-resolution photography. 

3. Development of 3D object recognition and reconstruction software tools, using two approaches ï 

top-down and bottom-up. 

4. Implementation of the SeeBIM 2.0 semantic enrichment tool, compilation of rule sets for girder 

bridges and for slab bridges, and demonstration of semantic enrichment for two girder bridges and 

four slab bridges, resulting in BIM models in IFC format that were shown to conform to the Model 

View Definition. 

5. Mapping of the high-resolution photography to the BIM models, identification of defects using 

machine-learning algorithms, and compilation of the defect data in the BIM model files. 

6. Demonstration of the use of the BIM model, complete with defect information, for inspection in 

virtual reality and in mixed-reality scenarios. 

Considered in combination, the tools for 3D reconstruction and the semantic enrichment engine have 

achieved something not previously demonstrated in civil engineering ï the ability to derive fully functional 

BIM models from point clouds. The process still requires the operator to clean up irrelevant data from the 

point clouds, to classify the type of structure, and to clean up errors where they occur, but the tools reduce 

the scope of human effort by at least one order of magnitude when compared with the effort required in 

current practice to model a structure in a BIM tool based on a point cloud. 

The contribution of SeeBridge in principle lies not only in improving the bridge inspection process, but, 

more importantly, in the rich form of digital bridge documentation for asset management. 
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2 Project Results 

2.1 Results Overview 

This chapter presents the results of the SeeBridge process in all five key areas of activity in the project: 

system definition, point cloud data acquisition, 3D geometry reconstruction, semantic enrichment to 

produce BIM models, and defect detection and recording. Perhaps the most significant result of the research 

is the fact that the tools enable compilation of bridge BIM models with minor support from human operators, 

with very high dimensional accuracy and accurate and thorough reporting of defects. 

For a full list of publications ï journal and conference papers, popular press and presentations ï please see 

Section 5.3, on page 46 below. 

2.2 System Specification 

2.2.1 Information Delivery Manual 

The Information Delivery Manual (IDM) document is the first stage of the SeeBridge project where we 

define the process of bridge inspection and the information needed to describe a bridge, its parts, the 

relationships between them, the defects and their association to the bridge parts, and the metadata 

concerning the inspections themselves. A common traditional existing bridge inspection process was 

mapped (see IDM figure 1, available from the SeeBridge website, http://seebridge.net.technion.ac.il, under 

RESULTS->Deliverables) and then a modified process which includes SeeBridge suggested improvements 

to the process was created (see IDM figure 3, ibid). In this process, four novel SeeBridge technical 

components were integrated into the bridge inspection process in order to provide semantically rich BIM 

models for the inspected bridge. The new components were: 

1. A bridge data collection system using remote sensing techniques such as terrestrial/mobile laser 

scanning and photogrammetry/videogrammetry. 

2. A bridge object detection and classification software for automated compilation of 3D geometry from 

the remote sensing data using both parametric shape representation and boundary representation.  

3. A semantic enrichment engine for converting the 3D model to a semantically rich BIM model using 

forward chaining rules derived from bridge engineersô knowledge.  

4. A damage detection tool for damage identification, measurement, classification and integration of this 

information in the BIM model. 

Incorporating the suggested SeeBridge technical components into an existing bridge inspection and 

management process was done with great care as the impact on the existing workflow and on the way the 

BMS is used to manage the bridge stock is significant. One of the major changes is the introduction of a 

BIM model as a database for the bridge inspection and management process. Three situations for 

incorporating BIM models into the process were defined:  

a) Using the óas-builtô BIM models of bridges if and where they exist (almost nonrealistic for existing 

bridges to date).  

b) Automatic creation of 'as-is' BIM models of bridges using the SeeBridge technical components 

numbered 1-3 above (activities 2.3.1, 2.3.2, and 2.3.3 in IDM Figure 3, ibid). 

c) Preparation of óas-builtô BIM models of bridges manually based on drawings. 

http://seebridge.net.technion.ac.il/
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Option b) was the major solution that SeeBridge provided, since most of the existing BMS have not 

incorporated BIM models. The SeeBridge solution of this aspect greatly reduce the effort and costs required 

for BIM model integration into the BMS.  

 

 

 

For a complete view of the suggested modified inspection process within the whole bridge management 

process, a detailed process map (see Figure 3 below) was created by the SeeBridge team using Business 

Process Modeling Notation (BPMN). Horizontal swim lanes are used for the disciplines (Actors) and 

vertical ones are used for the process stages, starting with pre-inspection and ending with network work 

planning. Although not included within the scope of the SeeBridge project, it was decided that a full bridge 

management process will be mapped so that one can better understand the proposed SeeBridge inspection 

process within the global bridge management concept.  

 

Figure 3. Partial view of the SeeBridge BMS process map. 

The data exchanges are fully described in the IDM document. The exchanges were mapped, defined and 

described within the full workflow of the detailed process map of the bridge. 
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The data exchanges description and specifications define so called 'exchange models' (EM) and 'non-model 

exchanges' (NME). The EMs are the data contents of the BIM models that are exchanged between the 

different functions through the inspection process. Likewise, the NMEs are the data exchanges that do not 

use BIM models, i.e. they are documents, spreadsheets, or other formats. Since the inspection process is a 

part of a bridge management scheme and is documented in specific BMS modules, the use of NME in 

database format is currently unavoidable. When possible, the new Inspection BIM model will contain 

additional general inspection and structural information that in due time will replace part of the traditional 

database format. The different NME's were defined, and a specification was established for each one 

including the specific format per NME. 

A full description for all EM's was compiled, including the following parameters: Project stage, Exchange 

discipline, Description, LoD and related information exchanges. The Exchange Model specification details 

the EM data items related with the Bridge BIM models used along the defined process. The specifications 

organize the information items in a hierarchy of information groups, information items, attribute sets and 

attributes as follows: 

a) Information Group - represent the main data OBJECTS in a Bridge Model such as site, bridges, 

aggregation objects, main bridge elements, etc.  

b) Information Items - are specific example of the main members of each information group. They are 

detailed based on the assumption that every information item in an information group has the same 

attributes.  

c) Attribute Sets ï are groups of properties that are used to describe an information group. The attributes 

are grouped in this way because sets occur in identical form across multiple information groups.  

d) Attributes ï are the properties that are needed to fully define the information group. 

An Exchange Model specification lists all of the information groups and all of their attributes needed for 

enabling the exchange. For each exchange model we identify on the right columns of the table whether each 

attribute is required (R), optional (O) or not needed (N).  The attributes were listed in the rows of the table. 

 

Information 

Group 

Information 

Item 

Attribute 

Set 
Attributes  Notes 

Model exchange (R/O/N)  

EM-

1 

EM-

2 

EM-

3A 

EM-

3B 

EM-

4 

 

Site Site Identification Site ID  R R R R R  

Location Coordinates 

N, E, Z 

(reference 

point) 

 

R R R R R 

 

Road No.  R N R R R  

Linear 

Reference 

(reference 

point) 

 

R N R R R 

 

Topography 

 

Digital 

terrain 

model 

DTM 

file O R R R R 

 

Survey 

contours 

 O O 
O O O  
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Information 

Group 

Information 

Item 

Attribute 

Set 
Attributes  Notes 

Model exchange (R/O/N)  

EM-

1 

EM-

2 

EM-

3A 

EM-

3B 

EM-

4 

 

Bridge Bridge Identification Name  R R R R R  

Number  R R R R R  

Figure 4. SeeBridge EM specification data table format (sample). 

Another aspect that was taken care of in the IDM was defining the Specification for the Bridge inspection 

and management process tasks. The tasks were divided into Non SeeBridge tasks and SeeBridge tasks and 

for each one a specification was prepared including the content of the task and the input and output for the 

task. This enables a better understanding of the connection between the data exchanges and the actual tasks 

related to them. 

2.2.2 Model View Definition 

A Model View Definition (MVD) is a computer implementation of an IDM. It maps the information 

exchanges in IDM to a subset of the IFC schema, and defines the exchange requirements in a computer 

readable data model.  

The SeeBridge MVD was developed based on IFC4 Add2 with the following goals:   

¶ to identify the required objects, properties and relationships between objects needed to represent 

bridges according to the IFC schema.  

¶ to provide a resource for the upcoming effort for the IfcBridge and other extensions  

¶ to accelerate the quality control / quality assurance of produced IFC Models by using data 

validation tools  

Development of IDMs and MVDs for specific exchange requirements of business processes within the 

construction industry is encouraged by bSI. Not only does this effort allow the assessment of the capabilities 

of the current schema in satisfying the industry needs, but also provides opportunities to explore possible 

shortcomings and specify necessary extensions for future development. Furthermore, specification of an 

MVD gives the project stakeholders the ability to validate the project deliverables against the exchange 

requirements automatically.  
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Figure 5.  The workflow of the MVD development and usage 

In the SeeBridge project, the online platform BIM*Q, a requirements and quality management system 

developed by AEC3 Germany, was applied for MVD development and generating the SeeBridge mvdXML 

file. For each bridge object, a mapping to existing entities of the IFC4 data model was defined. Object 

properties were mapped to the available IFC concepts, and additional data types for each property were 

defined. This enabled to formally define the exchange scenarios and their requirements described in the 

IDM, and provided the basis for generating a corresponding mvdXML file. This particularly includes the 

semantics of bridge component types and their relationships and thus allows to verify the outcome of the 

semantic enrichment process. 

A unique feature of the SeeBridge system is its capability of incorporating the defect information in a BIM 

model. A Bridge can have multiple defects, each of which can be classified as structural defect or not. The 

bridge defect is composed of a number of element defects (ElementDefects), some of which may be 

associated to the same bridge element component. The MVD was composed in a way that includes the 

possibility to describe defects in IFC and associate them with the affected bridge components. 

The open source system XBIM Xplorer was used to validate the project's IFC files of bridge models for 

compliance with the generated mvdXML representing the rules defined in the MVD. Doing so it was 

possible to check the IFC files used in the different exchange scenarios in the SeeBridge project for 

compliance with the requirements defined. More importantly, we could show that the process chain 

developed and validated in the SeeBridge projects provides a generic approach for formal quality control 

of bridge models handed over between the stakeholders of the inspection process ï a very important pre-

requisite for bringing the SeeBridge process into practice. 
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Figure 6. Checking an IFC bridge model for compliance with the defined MVD using XBIM Xplorer 

2.3 Point Cloud Data Acquisition 

The objective of WP2 was to produce detailed spatial raw data (3D point clouds) using high-density 

surveying technologies including laser scanning and photo/videogrammetry, and to test the suitability of 

each of these methods for the SeeBridge process. Data was captured for a total of 14 bridges: 10 in 

Cambridge, UK, 3 in Atlanta, Georgia, and one in Haifa, Israel using Lidar, Trimble MX7 (mobile mapping 

system), Hi-resolution images, and 1080p video. This data was processed to produce spatial raw 3D point 

clouds with registered imagery. 

The data acquisition effort far exceeded the original SeeBridge plan in terms of the number of bridges 

surveyed. The research group felt that a greater variety of bridges from three different countries would 

enable the team to develop more robust solutions for the data processing, and would enable better 

validations than would have been possible with the original three bridges that were specified. The additional 

data acquisition was made possible by the efforts of Trimble in providing scanning tools in the US, by the 

generous support of Netivei Israel, and by the special efforts of PhD student Ruodan Lu at Cambridge 

University. 

The Cambridge team used two high-density surveying technologies (laser scanning and close range high 

resolution photogrammetry), to generate detailed spatial raw data with registered imagery for inspection of 

10 slab and slab-beam bridges around Cambridge. 

Data collection of the 14 bridges was completed by the end of April 2016. All of the bridges can be reviewed 

on the SeeBridge project web site at http://seebridge.net.technion.ac.il/bridges. 

2.3.1 Three bridges in Atlanta, GA 

Pointivo, Trimble, and GDOT collaborated to capture data for three bridges (shown in Table 1)  in and 

around Atlanta, Georgia in the US. Point cloud data and video were collected in two days. The data capture 

http://seebridge.net.technion.ac.il/bridges
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took approximately three hours per bridge. The Trimble team used the Trimble TX8 to laser scan each 

bridge, the Trimble MX7 mobile mapping system, and captured high-resolution imagery of specific bridge 

elements with the goal of approximately 10 pixels per mm. The Pointivo team used an iPhone 6s to video 

each bridge to generate a videogrammetric point cloud and captured high-resolution imagery to provide 

general overview photos of the bridges.  

Table 1 Data collection of the three bridges in Atlanta, Georgia, US. 

Bridge ID Location Data Collected Date 

067-52520 Acworth 
Lidar, MX7, iPhone video, Hi-res over view 

digital photos, selected close range photos  
2/3/2016 

135-01150 Gwinnett 
Lidar, MX7, iPhone video, Hi-res over view 

digital photos, selected close range photos 
2/4/2016 

135-50880 Gwinnett 
Lidar, iPhone video, Hi-res over view digital 

photos, selected close range photos 
2/4/2016 

 

Table 2 Comparison of the performance of the two data collection methods  

Bridge ID 067-52520 135-01150 135-50880 

Bridge Length 140 ft 156 ft 160 ft 

Data Collection 

Method 
Lidar 

Video-

grammetry 
Lidar 

Video-

grammetry 
Lidar 

Video-

grammetry 

Collection Time 2 h 48 m 63 m 1 h 54 m 48 m 1 h 20 m 1 h 5 m 

Number of Scans 27 3 21 2 47 1 

Processing Time 3 h 21 Days 12 h 18 Days 8 h 20 Days 

Total Point Count 2,782 M 21 M 762 M 16 M 902 M 19 M 

Point Density 

2 mm to 

8 mm 

point 

spacing 

32,750 

points per 

sq/ft 

2 mm to 

8 mm 

point 

spacing 

30,500 

points per 

sq/ft 

2 mm to 8 

mm point 

spacing 

29,900 

points per 

sq/ft 

Average Re-

projection Error  
N/A .085 N/A 0.16 N/A 0.18 

Completeness of 

Point Cloud 
100% 100% 100% No deck 100% 

Partial 

Deck 

Accuracy Control 0.36% Control .27% Control .15% 

An accuracy study was conducted to compare the dimensional accuracy of the methods. Lidar is assumed 

to be standard so the videogrammetric clouds were compared to determine error.  Average error of the 

videogrammetric solution compared to Lidar was 0.26%. Below is an accuracy breakdown per bridge:  

Table 3 Data Accuracy of Collected Data 

Bridge Bridge 067-52520 Lidar (ft) Video-grammetry (ft) Abs Error (ft) Error 

067-

52520 

Deck Length  40.26 40.24 0.021 0.05% 

Between Beams  17.10 17.04 0.061 0.36% 
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Beam Width  1.22 1.21 0.008 0.68% 

135-

01150 

 

Deck Length 45.97 45.93 0.038 0.08% 

Between Beams 19.42 19.37 0.049 0.26% 

Beam Width 0.898 0.90 0.004 0.48% 

135-

50880 

Deck Length 47.22 47.10 0.119 0.25% 

Between Beams 11.37 11.37 0.006 0.05% 

Beam Width 0.75 0.74 0.016 0.15% 

 

2.3.2 Ten bridges in Cambridge, UK 

During February and March 2016, the imagery data of ten highway bridges around Cambridge were 

collected. These ten bridges included eight slab bridges and two girder bridges, as these two types represent 

the majority of bridges in the UK. The bridges are listed in Deliverable 3.1A. 

One laser scanner, FARO Focus 3D X330, was used to collect point cloud data for these ten bridges. The 

surveyor conducted an adequate number of scans (approximately 17 scans per bridge) to ensure that every 

visible bridge surface is scanned. This was achieved through multiple scans from different vantage points 

in order to minimize occlusions and ensure a complete data set with points on all of a bridgeôs visible 

surfaces. This included scans with a user defined scan range to obtain line of sight too hard to see surfaces, 

such as underneath the deck. In average, each scan was taken at a Point Distance of [10mm/10m] (that is, 

the distance between the captured scan points in 10mm in a scan distance of 10 meters). We maintained a 

minimum point density of 1 point/cm2 so that the data can be used for further processing. The average on-

site scanning time is 3 hours per bridge, including the setting-up time. 

After the on-site scanning, the raw data was registered using FARO Scene software. It took approximately 

ten hours per bridge for registration. 

The registration quality was fairly good. Although occlusions are inevitable in some cases due to on-site 

vegetation, trees and barriers, the key features, edges, and boundary points of every bridge are visible in 

the results and the occluded areas are very limited which are inferior to 5% of the total bridgeôs surface. 

The registration work of these ten bridge datasets was complete at the end of March. 

With regard to the photogrammetry work, a camera sensor was selected to compile a representative data 

set. Regarding the camera, requirements were defined as followed: (1) Resolution on surface sufficient for 

cracks down to 0.3 mm, (2) colour-images in order to distinguish different damage indications, (3) high 

sensor sensitivity to adapt to difficult light conditions and (4) lens to be able to take images over two traffic 

lanes to avoid road closures and traffic control. 

After a comprehensive comparison of a number of cameras, lenses and utilities, the Sony alpha 7RII was 

selected. It has a full frame sensor and a resolution of 42 MP. Hence it enables maximal physical pixel size 

in combination with a high resolution. A refinement of lens requirements leads to lens parameters. The 

specification is provided by a minimal crack width which was defined earlier as 0.3 mm. A smallest feature 

should be resolved with three pixels to allow robust detection. Using the lens approximation, a focal length 
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requirement was calculated. In the assumption of taking images over two road lanes with four meters each, 

the required focal length is 363 mm. The Sony 70ï400mm F4ï5.6 G SSM II is a zoom lens with a focal 

length of 70 up to 400 mm. Hence, images can be taken at a distance of 8.83 meter with the desired surface 

resolution of 0.1 mm per pixel. Bridges are complicated structures which do not only span traffic lanes but 

also have high-lying areas which are difficult to inspect, such as the area between girders. To enable an 

inspector to also record these hidden parts of a bridge, an 8.4m tall carbon fibre tripod was acquired in 

combination with an Nvidia Shield tablet which serves as a remote live view and a remote control. 

The team photographed all ten bridges, resulting in roughly two terabytes of image data and more than 

21,000 images overall. Roughly 100 person-hours were spent for data collection on site. Detailed statistics 

were taken during collection to protocol times, difficulties and weather condition during the collection. The 

weather conditions and vegetation were identified as the most critical obstacles for data collection. It was 

important during data collection to not only collect image data but also to record a ground truth, i.e. if these 

structures actually have damage or defects and of what kind. This was needed for eventual verification of 

the defect identification step and to have training data for a classifier later in the process. Several defects 

were found such as cracks, spalling and discoloration. 

2.3.3 One bridge in Haifa, Israel 

The Afek road bridge above route 79 in Kiryat Bialik was scanned. This is a prestressed AASHTO girder 

bridge with three spans totaling 17.6m length. Built in 1993, it is owned and maintained by Netivei Israel, 

the national roads company. 

Two types of data collection methods are used: terrestrial laser scanning using a Leica ScanStation C10 

scanner and video-grammetry using GoPro Hero4 Black camera, as shown in Figure 7. In the laser scanning 

process, the scanner was placed in multiple stations to scan the bridge, so that the result point cloud data 

can cover the whole scene of the site in 360 degrees. In the video-grammetry data collection process, a 

GoPro Hero4 Black camera was mounted on a surveyorôs helmet, so that it can capture the bridge from 

different angles and positions as the surveyor walked along the site. The result point cloud data is shown in 

Figure 8. 

 

(a) 

 

(b) 

 

(c) 

Figure 7.  (a) Leica ScanStation C10 scanner (b) GoPro Hero4 Black mounted on a helmet (c) Pier. 
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Figure 8. Point cloud data collected in a bridge in Haifa 

2.4 Point Cloud to Geometry Processing ï 3D Reconstruction 

The primary objective of WP3 was to develop and demonstrate the capability to generate 3D parametric 

solid object geometry of bridge components from point clouds of bridges. As a component of the SeeBridge 

process, this work package takes as input a point cloud and produces as output a set of files in Industry 

Foundation Class (IFC) format, which as a whole represent the bridge geometry and its basic architectural 

components.  

Two teams, one at Cambridge and one at Georgia Tech. pursued this effort. Given that noise and extraneous 

surface removal is an unsolved problem, both teams created user-assisted point cloud cleansing interfaces 

to crop rapidly the bridge from the nuisance data. Time to crop varied from 10 minutes to 30 minutes, 

depending on the quantity of irrelevant points scanned and the size of the input point cloud. 

The Cambridge team pursued a ótop-downô approach in which the software first divides the bridge scan 

into zones that correspond to the major bridge assemblies: substructure, superstructure, and deck. It then 

attempts to match known bridge elements to the point cloud sections. Ten bridge models were compiled in 

BIM software from the imagery data collected in Cambridge. These models were used as the ground truth 

data for testing and developing the algorithms. The ótop-downô is a rapid solution for providing simple, 

LOD 100 models of the basic structural elements (piers, girder/slab, and deck). 

The GT team adopted a mixed ótop-down/bottom-upô approach that has a processing pipeline consisting of 

three major components: 

1. a point cloud processing engine that partitions the bridge, then segments and models the point cloud 

partitions using (quadratic model) surface primitives;  

2. a surface primitive classification algorithm that generates hypothesized CAD labels for groups of 

surface primitives and also hypothesized bridge component labels; and  

3. a synthesis algorithm that takes the classification information and outputs in IFC format the 

classification results and the solid model geometry of the fused surface primitives. 




































































































